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Abstract

Digital signature provides authenticity, integrity and non-repudiation. In digital

signature the sender signs the message with his/her private key and sends it to the

receiver. The receiver verifies the signature by using public key of the sender. A

digital signature attaches the identity of the signer to the document and records a

binding commitment to the document. We modified the scheme of S. K. Rososhek

using matrix power function (MPF) instead of matrix inverses. We proposed to

take matrices from GLm(Zn) where the base matrix is defined over a semigroup

and power matrices over a semiring. The security of our proposed scheme relies on

the solution of matrix multivariate quadratic system of equations over the finite

field. Matrix power function (MPF) is a one way function since its inversion

is related with the solution of known multivariate quadratic problem which is

NP-complete over any field. The scheme is illustrated by various examples. For

constructing such examples, the algorithms for various computations related to

calculating matrix power function are implemented in Computer Algebra System

“Applied Computations in Commutative Algebra” (ApCoCoA).
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Chapter 1

Introduction

1.1 Cryptography

Cryptography is the practice and study of techniques for secure communication

in the presence of third parties known as adversaries. The security of communi-

cation remained a major problem from very beginning. Cryptography is related

to creating and evaluating protocols that prevent adversaries or the public from

reading private messages [1].

In 1900 BC, Egyptian used the concept of cryptography for the first time in the

history. Around 100 BC, Julius Caesar used cryptographic method known as Cae-

sar cipher [2] to convey secret messages to his army generals in world war I. With

the passage of time, new methods in cryptography were developed that provided

more security and safety. In cryptography, we convert plaintext into ciphertext

for the transmission over the public channel. Plaintext is converted into cipher-

text with the help of an encryption algorithm, whereas ciphertext is changed into

plaintext through the corresponding decryption algorithm. Both sender and re-

ceiver use a secret information for encryption and decryption algorithms and this

secret information is known as a key. This is known as cryptosystem. Cryptog-

raphy is divided into two main branches. The Symmetric key cryptography and

1
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the Asymmetric key cryptography. In Symmetric key cryptography [3] a sin-

gle key is used in both encryption and decryption algorithm which is known to

sender and receiver. Examples are DES [4] and AES [5]. The main drawback in

symmetric key cryptography is key distribution. To overcome this problem Diffie

and Hellman proposed Public key cryptography or Asymmetric key cryptography

in 1976. In Asymmetric key cryptography [1], recipient has two different keys

for communication one is public key that is made public and the other is private

key that is kept secret. For example, RSA [6], ElGamal [7] and Elliptic curve

cryptosystems [8].

Cryptography is not only about providing the security of information such as con-

fidentiality, but it also provides data integrity, and data authentication. Where,

confidentiality is about hiding information from all but those who are not autho-

rized to see it. Data integrity prevents unauthorized alteration of data. Authenti-

cation is related to identification. Two entities participating into a communication

should identify each other. Non-repudiation prevents an entity from refusing pre-

vious commitments or actions [9, 10].

1.2 Digital Signatures

A cryptographic primitive which is fundamental in authentication, authorization,

and non-repudiation is the digital signature [6]. The purpose of a digital signature

is to provide a means for an entity to bind its identity to a piece of information.

Whitfield Diffee and Martin Hellman invented public key cryptography and digital

signature schemes and published in their paper “New Direction in Cryptography”

[6]. In their digital signature scheme, every user has identity i.e his/her public key

and also holds corresponding secret key. Signature can be verified using private key

of the sender. Rivest, Shamir and Adleman constructed the first digital signature

scheme. Their scheme is based on assumption that is known as “RSA assumption”.

Goldwasser et al. also work on digital scheme [11] (for more details also see

[12]). Rompher showed how to construct a digital signature scheme using one

way function. Genaro and Helevi [13] Cramer and Shoup [14] proposed the first
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signature schemes whose effectiveness is appropriate for practical use and it is

secure against adaptive chosen message attacks.

Now a days, mostly used public key exchange protocols and digital signature

schemes such as the RSA signature scheme [15] and Elgamal digital signature

scheme [7] are based on the structure of some abelian groups. The hardness of these

signature schemes is based on difficulty of solving certain problems over a finite

field. Most common of these problems are discret logarithm problem (DLP) [16]

and Integer factorization problem (IFP). The security of well recognized signature

schemes RSA and ElGamal based respectively on IFP and DLP.

1.3 Current Research

In this research, we focused on modular matrix based digital signature (MMDS)

scheme introduced by S. K. Rososhek [17]. He proposed MMDS with matrices

from GL2(Zn). His construction is based on finite field Zn. Also, he uses conju-

gacy search problem [18] in his scheme. We mainly focused on the modification of

digital signature scheme of S. K. Rososhek. For this purpose we use matrix power

function (MPF)[19]. Our scheme has become more secure as attacker has to solve

multivariate quadratic system of equations and matrix decomposition problem i.e

BC = A, to get access to secret key and to generate signature, which is computa-

tionally infeasible. Using matrix power function we constructed examples for the

illustration of our modified and improved digital signature scheme. Using com-

puter algebra system ApCoCoA [20] we developed programs for the calculations.

1.4 Thesis layout

The thesis is composed as follows:
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1. In Chapter 2, we discussed the fundamental ideas and definition of cryp-

tography. Then we discussed the hash functions and their properties. Later

on we discussed Matrix power function and its properties.

2. In Chapter 3, we presented the review of fast and secure modular matrix

digital signature scheme given by S. K. Rososhek [17]. For that purpose

we discussed various known digital signature schemes. Furthermore, we de-

scribed the concept of modular matrix digital signature scheme with the help

of an example.

3. In Chapter 4, we discussed the modified form of digital signature scheme

called fast and secure modular matrix based digital signature scheme given

by S. K. Rososhek [17]. In modified scheme we use Matrix Power Function

(MPF) to improve the security of scheme. The modified digital signature

scheme is illustrated by examples.



Chapter 2

Preliminaries

2.1 Cryptography

Cryptography is a technique used to protect communications and information by

means of codes so that only those for whom the information is proposed can read

and process it. A system in which we convert data or message (plaintext) into

secret codes (ciphertext) using encryption algorithm and convert secret codes back

into message using decryption algorithm is known as Cryptosystem [1, 21].

There are five basic components of a cryptosystem:

1. Plaintext Space M

2. Ciphertext Space C

3. Encryption algorithm E

4. Decryption algorithm D

5. Key K

Cryptography is categorized into two types:

• Symmetric key cryptography (Secret Key Cryptography)

• Asymmetric key cryptography (Public Key Cryptography)

5
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2.1.1 Symmetric Key Cryptography

In symmetric or secret key cryptography [3], the sender and receiver of a message

have a same key for both encryption and decryption. This key is known as secret

key. A model of symmetric key cryptography is shown in Figure 2.1.

Figure 2.1: Symmetric Key Cryptography

The examples of symmetric key cryptography are Data Encryption Standard

(DES) [4], Double Data Encryption Standard (2DES) [1], Triple Data Encryp-

tion Standard (TDES) [1] and Advanced Encryption standard (AES) [5].

The main disadvantage of symmetric cryptosystem is key sharing which means

that the secret key is to be transmitted to each party involved in communication.

Electronic communications used for this purpose is not a secure way of exchanging

keys because anyone can tap communication channels. The only protected way

of switching keys would be exchanging them personally but it could be a difficult

task.

2.1.2 Asymmetric Key Cryptography

To solve the problem of symmetric key cryptography, asymmetric cryptosystem is

proposed by Diffie-Helman in 1976 [6]. In asymmetric key cryptography [1], there
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are two keys used for the encryption and decryption of data i.e one is known to

everybody called public key and the other is kept secret which is called private key.

The Asymmetric key cryptography is shown in Figure 2.2. Here sender encrypts

original text using public key and encryption algorithm to obtain cipher text. The

secret key and decryption algorithm are used to obtain original text.

Figure 2.2: Asymmetric key

RSA cryptosystem [15], ElGamal cryptosystem [7] are the examples of

asymmetric key cryptography.

Diffie and Hellman vision the cryptosystem based on trapdoor function (which is

easy to compute in one direction but difficult to compute in other direction) [22].

Diffie-Hellman protocol relies on the following hard problem.

Definition 2.1.1 (Discrete Logarithm Problem).

Given x, y ∈ Zp such that,

xn = y mod p

then finding n is known as the discrete logarithm problem[23, 24].

The first system which have property of trapdoor function is RSA [15]

cryptosystem. RSA uses the difficulty of integer factorization problem as the

underlying hard problem.
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Definition 2.1.2 (Integer Factorization Problem).

Let n be a given number, the problem of decomposition of n to the product of

primes pα and qα such that n = pαqα is called integer factorization problem [23, 25].

Definition 2.1.3 (Matrix Decomposition Problem).

Factorization of a matrix into a product of matrices i.e A = L1 U1 is known as

matrix decomposition problem.

2.2 Mathematical Background

In this section, we recall some definitions that are used in the thesis.

Definition 2.2.1 (Group).

A group [26] is a non-empty set G on which there is a binary operation “ ∗ ” such

that,

1. Closure: For all p, t ∈ G, p ∗ t ∈ G

2. Associativity: p ∗ (t ∗m) = (p ∗ t) ∗m for all p , t,m ∈ G

3. Identity: There is an element e
′ ∈ G such that p ∗ e′ = e

′ ∗ p = p for all

p ∈ G

4. Inverse: If p ∈ G, then there is an element p1 ∈ G such that

p ∗ p1 = p1 ∗ p = e
′

Example 2.2.2. Following examples illustrate the above definition:

• Set of integers Z is group with respect to addition of integers.

• General linear group of order n i.e GLn(Z) is group of invertible matrices

under matrix multiplication where Z is the set of integers.

• The set of Z is not a group with respect to subtraction.

Definition 2.2.3 (Abelian Group).

A group G is called abelian if the binary operation “ ∗ ” is commutative that is,

p ∗ t = t ∗ p for all p, t ∈ G [26].
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Definition 2.2.4 (Finite Group).

A group G is called finite if it contains finitely many elements. The number of

elements in a finite group is called its order. Order of finite group G is denoted

by |G| [27].

Definition 2.2.5 (Semi Group).

A semigroup is a pair (S, ∗) in which S is a non-empty set and “ ∗ ” is a binary

operation on S and satisfies the associative property. That is,

(p ∗ t) ∗m = p ∗ (t ∗m)

holds for all p, t,m ∈ S [28].

Example 2.2.6. Following are the examples of semi group.

• The set W = {0, 1, 2, ...} whole numbers forms a semigroup, under the

addition and multiplication.

• The set N = {1, 2, 3, ...} of all natural numbers gives semigroup, under the

addition and multiplication.

Definition 2.2.7 (Ring).

A ring [29] is a set R equipped with two binary operations (+, ·) must satisfy the

following ring axioms.

• (R,+) is an ring if it satisfies the following axioms:

1. Closure Law:

For all p, t ∈ R, then p+ t ∈ R.

2. Associative Law: For all p, t,m ∈ R, then (p+ t) +m = p+ (t+m).

3. Existence of Identity:

There exists an element 0 in R, such that for all elements p in R, the equation

0 + p = p+ 0 = p holds.
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4. Existence of Inverse:

For each p in R, there exists an element q in R such that p+ q = q + p = 0.

5. Commutative Law:

For all p, t ∈ R, then p+ t = t+ p.

• (R, ·) is required to be an a semi-group or monoid if it satisfies:

1. Closure Law:

For all p, t ∈ R, then p · t is also in R.

2. Associative Law:

For all p, t,m ∈ R, then (p · t) ·m = p · (t ·m).

3. Existence of Identity:

There exists an element e
′
in R, such that for all elements p in R, the equation

e
′ · p = p · e′ = p holds.

4. Distributive Laws for Multiplication over Addition:

For all p, t,m ∈ R, the following equations holds.

p · (t+m) = (p · t) + (p ·m)

(p+ t) ·m = (p ·m) + (t ·m)

For more details also see [30].

Example 2.2.8. Following are the examples of Rings.

• The set of integers Z under usual addition and multiplication.

• The set of rational numbers Q under usual addition and multiplication.

• The set of complex numbers C under usual addition and multiplication.

• M2(R) is the ring of 2 × 2 matrices with co-efficients from R under matrix

addition and multiplication.
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a b

c d

 +

d e

f g

 =

a+ d b+ e

c+ f d+ g


a b

c d

d e

f g

 =

ad+ bf ae+ bg

cd+ df ce+ dg


Definition 2.2.9 (Semiring).

A semiring is a pair (S,+, ·) in which S is a non-empty set “+” and “.” are binary

associative operations of addition and multiplication on S and satisfies associative

property. That is,

(p+ t) +m = p+ (t+m)

(p . t) .m = p . (t .m)

hold for all p, t,m ∈ S.

Also, multiplication is distributive over addition from either side. That is, the

equations

p · (t+m) = (p · t) + (p ·m)

(p+ t) ·m = (p ·m) + (t ·m)

for all p, t,m ∈ S,.

Definition 2.2.10 (Matrix Ring).

A collection of all square matrices of any order over ring R, with the operations of

matrix addition and matrix multiplication. The matrix ring is denoted by Mn(R)

[26].

Definition 2.2.11 (Field).

A commutative ring (R, +, ·) with multiplicative inverses is called field.

Example 2.2.12. Following are the examples of fields.
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• Set of real numbers R and set of rational numbers Q under addition (+) and

multiplication (·).

• For every prime p, set of integers Zp under mod p is a field, also it is denoted

by Fp.

• The set of integers with usual addition and multiplication is a ring but it is

not a field as integers are not invertible with respect to multiplication.

Definition 2.2.13 (Finite Field).

A field having finite number of elements is known as finite field.

2.3 Galois Fields

Galois field is a finite field in which an order of a finite field is a power of a prime

pn1 . Its representation is GF (pn1 ) [31].

Example 2.3.1. Finite field F2 having elements 0 and 1 with addition and mul-

tiplication is defined in Table 2.1 and Table 2.2 below.

+ 0 1
0 0 1
1 1 0

Table 2.1: For addition

. 0 1
0 0 0
1 0 1

Table 2.2: For multiplication

Definition 2.3.2 (Modular Multiplicative Inverse).

Given two integers r1 and m1, find multiplicative inverse of r1 under modulo m1.

The multiplicative inverse under modulo m1 is an integer x1 such that,
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r1 x1 ≡ 1 ( mod m1)

The value of x1 should be in {0, 1, 2, · · · ,m1−1}, i.e, in the ring of integers modulo

m1.

The multiplicative inverse of r1 modulo m1 exists if and if r1 and m1 are relatively

prime that is, gcd(r1,m1) = 1.

Algorithm 2.3.3 (Multiplicative Inverse in Finite Field).

To find the inverse of r1 mod m1, the following steps are to be performed.

Input: An integer r1 and an irreducible integer m1.

Output: r−11 mod m1.

1. Initialize six integers Ui and Vi for i = 1, 2, 3 as

(U1, U2, U3) = (1, 0,m1)

(V1, V2, V3) = (0, 1, r1)

2. If V3 = 0, return U3 = gcd (r1,m1) ; no inverse of r1 exists in mod m1

3. If V3 = 1 then return V3 = gcd(r,m) and V2 = r−1 mod m

4. Now divide U3 with V3 and find the quotient Q when U3 is divided by V3.

5. Set (T1, T2, T3) = ((U1 −Q.V1), (U2 −Q.V2), (U3 −Q.V3))

6. Set (U1, V2, U3) = (V1, V2, V3)

7. Set (V1, V2, V3) = (T1, T2, T3)

8. Goto step 2 [32].

Definition 2.3.4 (Automorphism).

An automorphism is simply a bijective homomorphism of an object with itself.

Let (G, ∗) be a group. Let φ : G −→ G be a (group) isomorphism from G to itself.

Then φ is a group automorphism [26].

Example 2.3.5. Some examples of automorphism are given below.
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1. φ : C3 −→ C3 given by φ(x) = 3− x for all x ∈ C3 is an automorphism.

2. The Klein-4 group.

Definition 2.3.6 (Euler’s Totient Function).

Euler’s totient function is defined as the number of positive integers less than n

which are relatively prime to n. It is denoted by φ(n). For any prime pα

φ(n) = φ(pα) = pα − 1 (2.1)

and for n = pα qα, where pα and pα are prime numbers then,

φ(n) = φ(pα)φ(qα (2.2)

= (pα − 1)× (qα − 1) (2.3)

Example 2.3.7. Let prime pα = 17, then using (2.1) we get,

φ(17) = 17− 1

φ(17) = 16

If n = 35, then by using (2.3) we get,

φ(35) = φ(5)φ(7)

= (5− 1)× (7− 1)

= 24

Definition 2.3.8 (Hash Function).

A hash function maps a variable length message into a fixed-length hash value,

or message digest as shown in Figure 2.3. The hash value is representative of the

original string of characters, but is normally smaller than the original [33, 34].

Secure Hash Algorithm (SHA) is commonly used hash function. National institute

of standards and technology (NIST) devoloped SHA in 1993.
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Figure 2.3: Hash Function

A hash value can be used to uniquely identify secret information. Hash function

should be collision resistant. Some known cryptograpic hash functions are SHA-1,

which produces a hash value of 160 bits and the block size 512 bits, SHA-2 gener-

ates 126 bits ouput [35], SHA-512 [36] and MD6 [37].

There are several tools to calculate cryptographic hash functions like Hash tool

1.2, Crypto-precision and DNS.

• Properties of Hash Function

Following are the properties of hash function:

1. Performance

It is easy to compute H(m
′
), where m

′
is the message.

2. One Way Function

If H(m
′
) is given it is in-feasible to find m

′
.

3. Weak Collision Resistance

If m
′

and H(m
′
) are given it is very difficult to find m

′′
such that

H(m
′′
) = H(m′).

4. Strong Collision Resistance

It is computationally in-feasible to find two different inputs m1,m2 such that

H(m1) = H(m2).
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2.4 Matrix Power Function

“The MPF is based on a matrix powered by another matrix. This function is some

generalization of discrete exponent function in cyclic groups by its expansion in

matrix set” [19].

Definition 2.4.1.

“The left-sided MPF corresponding to a matrix X powered by a matrix Ls on the

left side is equal to matrix U = uij has the following form ”[19]:

LsX = U, uij =
m∏
k=1

xlikkj

Definition 2.4.2.

“The right-sided MPF corresponding to matrix a X powered by matrix a Rs on

the right side is equal to matrix V = vij has the following form” [19]:

XRs = V, vij =
m∏
k=1

x
rkj
ik

Note: The matrix which is powered by another matrix in named as base matrix

and the matrix that is powering the base matrix are known as power matrix. In

general, we define the base matrix over a semigroup and power matrices over a

semiring.

• Representation of Left and Right Matrix Power Function:

Let us assume that matrices Ls and X have two columns and two rows then matrix

U can be expressed in the following way [38]:

U = LsX =

`11 `12

`21 `22

 x11 x12

x21 x22

 (2.4)

U =

x`1111 x
`12
21 x`1112 x

l12
22

x`2111 x
`22

21 x`2112 x
`22
22

 (2.5)
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Matrix V can be expressed in the following way:

V = XRs =

x11 x12

x21 x22


r11 r12

r21 r22


(2.6)

V =

xr1111 x
r21
12 xr1211 x

r22
12

xr1121 x
r21

22 xr1221 x
r22
22



Example 2.4.3. Let X =

5 2

3 8

 and Rs =

11 6

6 11

, then we compute V

over Z21 as:

V = XRs =

5 2

3 8


11 6

6 11


mod 21

=

(5)11.(2)6 (5)6.(2)11

(3)11.(8)6 (3)6.(8)11



V =

17 11

12 15

 mod 21

Similarly,

Let X =

5 2

3 8

 and Ls =

7 6

6 7

, then we compute U over Z21 as:

U = LsX =

7 6

6 7

 5 2

3 8

 mod 21

=

(5)7.(3)6 (2)7.(8)6

(5)6.(3)7 (2)6.(8)7


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U =

12 11

12 8

 mod 21

We implemented codes in ApCoCoA, which calculates MPF.

2.4.1 Properties of MPF:

Following are the properties of matrix power function (MPF) [19].

Rs(LsX) = (RsLs)X = RsLsX (2.7)

(XLs)Rs = X(LsRs) = XLsRs (2.8)

Ls(XRs) = (LsX)Rs = LsXRs (2.9)

Proof

To prove the Equation 2.7, let X belongs to a semi-group S. Let Rs and Ls belongs

to a semi-ring R.

X =

x11 x12

x21 x22

 ∈ S

Ls =

`11 `12

`12 `11

 ∈ R

Rs =

r11 r12

r12 r11

 ∈ R
Note that,

LsRs =

`11r11 + `12r12 `11r12 + `12r11

`12r11 + `11r12 `12r12 + `11r11





Preliminaries 19

=

x11 x12

x21 x22


`11r11 + `12r12 `11r12 + `12r11

`12r11 + `11r12 `12r12 + `11r11



So,

X(LsRs) =

xl11r11+l12r1211 .xl12r11+l11r1221 xl11r12+l12r1111 .xl12r12+l11r1112

xl11r11+l12r1221 .xl12r11+l11r1222 xl11r12+l12r1121 .xl12r12+l11r1122

 (2.10)

Now

XLs =

x11 x12

x21 x22


`11 `12

`12 `11



=

x`1111 .x
`12
12 x`1211 .x

`11
12

x`1121 .x
`12
22 x`1221 .x

`11
22



(XLs)Rs =

x`1111 .x
`12
12 xl1211 .x

`11
12

x`1121 .x
`12
22 x`1221 .x

`11
22


r11 r12

r12 r11



=

(x`1111 .x
`12
12 )r11 .(x`1211 .x

`11
12 )r12 (x`1111 .x

`12
12 )r12 .(x`1211 .x

`11
12 )r11

(x`1121 .x
`12
22 )r11 .(x`1221 .x

`11
22 )r12 (x`1121 .x

`12
22 )r12 .(x`1221 .x

`11
22 )r11



(XLs)Rs =

x`11r11+`12r1211 .x`12r11+`11r1221 x`11r12+`12r1111 .x`12r12+`11r1112

x`11r11+`12r1221 .xl12r11+`11r1222 x`11r12+`12r1121 .x`12r12+`11r1122

 (2.11)

From (2.10) and (2.11), we see that XLsRs = (XLs)Rs

Similarly, one can prove Equations (2.8) and (2.9).

Corollary 2.4.4.

Let H be a function which is not mutually associative with the MPF [39]. It means

that:

H(Ls(XRs)) 6= Ls((H(X))Rs (2.12)
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Here is the counter example.

Example 2.4.5. Let H = 5, L =

7 6

6 7

, R =

11 6

6 11

 and X =

5 2

3 8

.

From Equation (2.12),

XRs =

5 2

3 8


11 6

6 11



=

511.26 56.211

311.86 36.811



=

17 11

12 15


Now by using (2.5),

Ls(XRs) =

7 6

6 7

 17 11

12 15



=

(17)7.(12)6 (11)7.(15)6

(17)6.(12)7 (11)6.(15)7



=

 3 18

12 15

 mod 21

H(Ls(XRs)) =

15 6

18 12

 mod 21

Similary,

Ls((H(X))Rs =

7 6

6 7

  4 10

15 19


11 6

6 11


mod 21
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From Equation (2.5) and Equation (2.6) we get,

Ls((H(X))Rs =

 9 12

15 3

 mod 21

Hence, H(Ls(XRs)) 6= Ls((H(X))Rs



Chapter 3

Fast And Secure Modular Matrix

Based Digital Signature

In this chapter we discussed digital signature, then we discussed Elgamal signature

scheme [40] which is based on DLP and RSA digital signature scheme [41]. Finally,

Modular Matrix Based Digital Signature scheme [17] is described.

3.1 Digital Signature

A digital signature is the electronic equivalent of a person’s physical signature. It

is also a guarantee that information has not been modified. A digital signature is

an authentication mechanism that enables the sender of a message to attach a code

that acts as a signature. Digital signatures are based on asymmetric cryptography.

One can generate two keys using public key algorithm. One key is called private key

and the other is called public key and both are mathematically linked. To generate

a digital signature, one way hash function of data to be signed, is produced. The

private key is then used to encrypt the hash. Digital signature consist on three

algorithms namely, key generation, signature generation and signature verifcation.

A typical model of digital signature using hash function is shown in Figure 3.1.

22
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Figure 3.1: Digital Signature

Various known digital signature schemes are given below.

3.2 Elgamal Signature Scheme

The Elgamal signature scheme [40] is a digital signature scheme which is based

on difficulty of computing discrete logarithms. The global elements of Elgamal

digital signature are a prime p1, base g1 and hash H. This scheme is described in

the following steps:

Key Generation

Alice generates private and public key pair as:

• Choose randomly a secret key x1 with 1 < x1 < p1 − 1.

• Compute y1 = gx11 mod p1

• The public key is (p1, g1, y1).

Signature Generation

To sign message m1 the signer will perform the following steps:

• Choose a random k1 such that 0 < k1 < p1 − 1 and gcd (k1, p1 − 1) = 1.

• Compute r1 ≡ gk11 ( mod p1)
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• Compute s1 ≡ (H(m1)− x1r1) k−11 ( mod p1 − 1)

Then the pair (r1, s1) is the digital signature of message m1.

Verification

The signature (r1, s1) is verified as:

• gH(m1)
1 ≡ yr11 r

s1
1 ( mod p1)

where 0 < r1 < p1 and 0 < s1 < p1 − 1.

The verifier accepts the signature if above conditions are satisfied otherwise reject

it.

Correctness

The correctness of the scheme follows from the following steps:

As, s1 ≡ (H(m1)− x1r1)k−11 ( mod p1 − 1)

• H(m1) ≡ x1r1 + s1k1( mod p1 − 1)

Fermat’s little theorem implies

• gH(m1)
1 ≡ gx1r11 gk1s11 ( mod p1)

• gH(m1)
1 ≡ (gx11 )r1(gk11 )s1

• gH(m1)
1 ≡ (yr11 )(rs11 )( mod p1)

3.3 RSA Digital Signature Scheme:

The RSA signature scheme [15] is also based on difficulty of computing discrete

logarithms. To sign message m1 following steps should be performed:

Key Generation

• Choose two large prime numbers p1 and q1.

• Compute n1 = p1 · q1 where n1 is modulo.

• Compute φ(n1) = (p1 − 1)(q1 − 1).

• Take e1 = {1, · · · , φ(n1)} such that gcd(e1, φ(n1)) = 1.

• Compute d1 such that d1 · e1 = 1( mod φ(n1))
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Signature Generation

To sign message Alice will perform the following steps:

• Compute S1 = md1
1 ( mod n1).

Verification

• Compute m
′
1 = Se11 ( mod n1)

if m
′
1 = m1 then accepts the message otherwise reject it.

Correctness

The correctness of the scheme based on following steps:

As, m
′
1 = Se11 mod n1 and S1 = md1

1 ( mod n1)

• m′
1 = (md1

1 )e1( mod n1)

• m′
1 = (md1·e1

1 )( mod n1)

• m′
1 = m1

The signature generation in [17] is based on the following hard problem in group

theory.

Definition 3.3.1 (Conjugacy Search Problem).

Given x, y ∈ G, then

y = a−1x a

for some a ∈ G. To find an element a is called conjugacy search problem[42].

3.4 Modular Matrix Based Digital Signature

Scheme (MMDS)

Recently, S. K. Rososhek proposed “Fast and Secure Modular Matrix Based Digital

Signature scheme”[17]. In this scheme Alice generates key from two random in-

vertible matrices. Then she generates signature (r, S1) and at the end Bob verifies
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the signature. The whole scheme is described below in three algorithms namely,

the key generation, signature generation and the signature verification.

Algorithm 3.4.1 (Key Generation).

Following steps are performed by Alice:

• Generate two random prime numbers p and q where p 6= q.

• Compute

n = pq

• Choose two random invertible matrices B,C in the abelian subgroup G of

the group GL2(Zn).

• Let G be the set of 2 × 2 matrices:

G =


a1 b1

b1 a1

 | a1, b1 ∈ Zn and (a21 − b21) ∈ Z∗n.


Where Z∗n is a unit group of the residue ring Zn [43].

G is an abelian subgroup of the GL2(Zn).

• Compute the matrix

A = B−1C (3.1)

• Master key is (n,A) and secret key is (B,C).

Algorithm 3.4.2 (Digital Signature Generation).

To sign the message m following steps should be performed by Alice:

• Choose a random matrix T in the subgroup G of the GL2(Zn).

• Choose a random matrix U in the group GL2(Z).

• Select random elements δ, η in the residue ring Zn.
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• Session private key of Alice is:

(δ, η, T, U)

• Let χA, χCT and χBT be the automorphisms of the matrix ring M2(Zn) [44]

defined as:

χA : D → A−1DA, (3.2)

χCT : D → (CT )−1D(CT ), (3.3)

χBT : D → (BT )−1D(BT ) (3.4)

for every D ∈ M2(Zn).

• Further matrix r and bit string S1 are computed as:

r1 = ηχBT (L), (3.5)

t1 = χCT (L), δt1, (3.6)

ω = η + δ (3.7)

S1 = H((m)2‖(ωt1)2). (3.8)

where (m)2 is the bit string binary representation of the message m, (ωt1)2 is

the bit string obtained after transferring matrix ωt1 in the string of numbers

as follows:

ωt1 =

a1 a2

a3 a4

→ a1‖a2‖a3‖a4

.

• Let δt1 be a session public key (verification key) for the verification of Alice’s

signature of the message m and (r1, S1) is the Alice’s signature of the message

m.
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Algorithm 3.4.3 (Digital Signature Verification).

Alice send message m to Bob and Bob performed following steps:

• Bob obtain master public key (n,A) and session public key δt1 of Alice.

• Compute

α = δt1 + χA(r1)

• Compute

S
′

1 = H((m)2‖(α)2) (3.9)

• Bob accept the signature on message m send by Alice if and only if S1 = S
′
1.

Correctness Proof:

The correctness of the above scheme is given as follows:

α = δt1 + χA(r1)

Using Equation (3.1), (3.5) and (3.2) we get,

= δt1 + η(B−1C)−1(BT )(B−1W )

From Equation (3.6),

= δt1 + ηt1

= (δ + η)t1 = ωt1.

Therefore, from Equation (3.9) we get,

S
′

1 = H((m)2‖(α)2)

S
′

1 = H((m)2‖(ωt1)2)

S
′

1 = S1.

The scheme [17] is illustrated by the following example.
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Example 3.4.4. Let us take matrices of order 2 over Finite field GL2(Zn). All

the calculation are performed under (mod n).

Key Generation:

• Alice select random prime numbers i.e p = 5 and q = 7.

• Compute

n = pq

n = 35

• Choose

B,C ∈ G ⊂ GL2(Z35)

B =

13 5

5 13

 , C =

5 6

6 5


Now Alice calculates inverse of B by using B−1 = Adj(B)/det(B). First she

calculates det(B) = 4, she calculates its inverse by using Extended Euclidean

Algorithm as given in Table 3.1.

So, (4)−1 mod 35 = 9 and multiply inverse of det(B) with Adj(B) to gets

Q A1 A2 A3 B1 B2 B1

- 1 0 35 0 1 4

8 0 1 4 1 -8 3

1 1 -8 3 -1 9 1

Table 3.1: Extended Euclidean Algorithm (4)−1 mod 35

inverse of B as

B−1 =

12 25

25 12

 mod 35

• Compute

A = B−1C
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A =

 0 22

22 0


• Master public key of Alice is:

n = 35, A =

 0 22

22 0


• Master private key of Alice is the pair (B, C)

B =

13 5

5 13

 , C =

5 6

6 5

 .

Signature Generation:

For signature generation Alice performed following steps:

• Choose the matrices:

T =

11 7

7 11

 ∈ G ⊂ GL2(Z35),

U =

3 5

7 2

 ∈ GL2(Zn).

• Select the residues δ, η in Z35 as:

δ = 7, η = 9.

• Session private key of Alice is:

δ = 7, η = 9, T =

11 7

7 11

 , U =

3 5

7 2


• Alice compute:

χA(U) = A−1UA
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χA(U) =

0 8

8 0

3 5

7 2

 0 22

22 0



χA(U) =

2 7

5 3


χBT (U) = (BT )−1U(BT )

The inverse of (BT ) is calculated by Adj(BT )/det(BT ). Alice calculates

det(BT ) = 8, she calculates its inverse by using Extended Euclidean Algo-

rithm as given in Table 3.2

Q A1 A2 A3 B1 B2 B1

- 1 0 35 0 1 8

4 0 1 8 1 -4 3

2 1 -4 3 -2 9 2

1 -2 9 2 3 -13 1

Table 3.2: Extended Euclidean Algorithm (8)−1 mod 35

(8)−1 mod 35 = 22 and multiply inverse of det(BT ) with Adj(A) to get

inverse i.e (BT )−1 as

(BT )−1 =

31 8

8 31

 mod 35

χBT (U) =

31 8

8 31

3 5

7 2

3 6

6 3



χBT (U) =

3 7

5 2



Now, Now Alice calculate inverse of CT by using (CT )−1 = Adj(CT )/det(CT ).
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First she calculate det(CT ) = 13, she calculate its inverse by using Extended

Euclidean Algorithm as given in Table 3.3

Q A1 A2 A3 B1 B2 B1

- 1 0 35 0 1 13

2 0 1 13 1 -2 9

1 1 -2 9 -1 3 4

2 -1 3 4 3 -8 1

Table 3.3: Extended Euclidean Algorithm (13)−1 mod 35

So, (13)−1 mod 35 = 27 and multiply inverse of det(13) with Adj(13) to

gets inverse i.e 13−1 as:

13−1 =

29 3

3 29

 mod 35

Also,

χCT (U) = (CT )−1U(CT )

χCT (U) =

29 3

3 29

3 5

7 2

27 31

31 27



χCT (U) =

2 5

7 3


• Alice compute signature (r1, s1)

r1 = ηχBT (U)

r1 = 9

3 7

5 2

 =

27 28

10 18


t1 = χCT (U)

t1 =

2 5

7 3


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δt1 = 7

2 5

7 3

 =

14 0

14 21

 ,

• Public session key if Alice is:

δt1 =

14 0

14 21


ω = η + δ = 16

ωt1 = 16

2 5

7 3

 =

32 10

7 13

 ,

S1 = H((m)2‖(ωt)2)

where (m)2 is a bit string binary representation of the message m, (ωt1)2 is

a bit string obtained after transferring matrix δt1 in the string of numbers

and replace the numbers by their binary representations as follows:

32‖10‖7‖13→ 00100000‖00001010‖00000111‖00001101.

Signature Verification:

Bob performed following steps:

• Bob obtain the authentic master public key of Alice.

n = 35, A =

 0 22

22 0

 ,

and session public key δt1 =

14 0

14 21


• For verification Bob compute:

α = δt1 + χA(r1).
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α = δt1 + A−1 r1A.

Now Bob calculate inverse of A by using A−1 = Adj(A)/det(A). First he

calculate det(A) = 6, he calculates its inverse by using Extended Euclidean

Algorithm as given in Table 3.4

Q A1 A2 A3 B1 B2 B1

- 1 0 35 0 1 6

5 0 1 6 1 -5 5

1 1 -5 5 -1 6 1

Table 3.4: Extended Euclidean Algorithm (6)−1 mod 35

So, (6)−1 mod 35 = 6 and multiply inverse of det(A) with Adj(A) to gets

inverse i.e A−1 as:

A−1 =

0 8

8 0

 mod 35

also,

A−1r1A =

18 10

28 27

 mod 35

α =

14 0

14 21

 +

18 10

28 27



α =

32 10

7 13

 mod 35.

• Since α = ωt1, therefore

S1 = H((m)2‖(ωt)2) = H((m)2‖(α)2).

Hence S1 = S
′
1.



Chapter 4

Digital Signature Based on

Matrix Power Function

In this chapter, we will present and discuss an modified form of the digital sig-

nature scheme proposed by S. K. Rososhek [17]. For this purpose we aim to use

general linear group of matrices over a finite field and matrix power function.

The key generation algorithm, the digital signature generation algorithm and the

signature verfication algorithm for the new improved digital signature scheme is

described below. We implemented our scheme using the computer algebra system

ApCoCoA [45]. These implementation are then used to construct various examples

to illustrate our scheme.

4.1 Digital Signature Scheme Based on Matrix

Power Function

In this section, we will describe the improved form of digital signature scheme

that was explained in Chapter 3. For this purpose first we will choose matrices

over GLm (Zn) as the platform group that employs computational difficulty of the

multivariate quadratic (MQ) equations which forms due to use of matrix power

function (MPF). Base matrices are to be taken from GLm (Zn) whereas power

35
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matrices are to be taken from the subgroup of GLm (Zn) of right circulant matrices.

First recall the following definition of right circulant matrix.

Definition 4.1.1. A matrix α belongs to Mm×m(R) is said to be a right circulant

matrix if:

α =



α0 α1 α2 · · · αn−2 αn−1

αn−1 α0 α1 · · · αn−3 αn−2
...

...
...

α2 α3 α4 · · · α0 α1

α1 α2 α3 · · · αn−1 α0


(4.1)

In right circulant matrices, each row (column) is a cyclic shift of the first row

(column) in a matrix. It is denoted by (α0, α1, α2, · · ·αn−1) [46].

Suppose Alice wants to send a signed document to Bob. She has to use matrices

over Zn of order m to sign the document. Later on Bob uses verification algorithm

to verify the document.

Algorithm 4.1.2 (Key Generation).

Following steps are performed by Alice:

• Generate two random prime numbers p and q where p 6= q.

• Computes

n = pq

• Then choose two random matrices B,C in the group GLm(Zn).

• Alice compute the public key as:

A = BC (4.2)

• Master public key of is (n,A) and secret key is (B,C).

Algorithm 4.1.3 (Signature Generation).

To sign the message m Alice perform the following steps:
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• Choose a random matrix T in the GLm(Zn).

• Choose another random matrix U in the group GLm(Zn).

• Select random element δ in the Zn.

• Session private key of Alice is:

(δ, T, U)

• Let χA, χB2CT , χBT from the matrix ring M2(Zn) defined as the following:

χA = UA mod n

χB2CT = UB2CT mod n

χBT = UBT mod n

• Further the matrix r1 and bit string S1 are computed as:

r1 = UBT mod n (4.3)

t1 = UB2CT mod n, δt1 (4.4)

ω = δ + 1 (4.5)

S1 = H((m)2 ‖ (ωt1)2). (4.6)

where (m)2 is the bit string binary representation of the message m, (ωt1)2 is

the bit string obtained after transferring matrix ωt1 in the string of numbers

as follows:

ωt1 =

a′
1 a

′
2

a
′
3 a

′
4

→ a
′

1‖a
′

2‖a
′

3‖a
′

4.

• Let δt1 be a session public key (verification key) for the verification of Alice’s

signature of the message m and (r1, S1) is the Alice’s signature of the message

m.

Algorithm 4.1.4 (Signature Verification).

Alice send message m to Bob and for verification Bob performed following steps:
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• Bob obtain master public key (n,A) and session public key δt1 of Alice.

• Then he compute:

α = δt1 + (r1)
A (4.7)

• Then Bob compute:

S
′

1 = H((m)2 ‖ (α)2) (4.8)

• Bob accept the signature on message m send by Alice if and only if S1 = S
′
1.

Correctness

From Equation (4.7),

α = δt1 + (r1)
A

Using Equation 4.3 and 4.2 we get,

= δt1 + (UBT )A

= δt1 + (UBT )BC

From Equation 4.4 we get,

= δt1 + (UB2CT )

α = (δ + 1) t1 = ωt1.

Therefore from (4.8),

S
′

1 = H((m)2 ‖ (α)2)

S
′

1 = H((m)2 ‖ (ωt1)2)

S
′

1 = S.

Remark 4.1.5. Using Euler’s totient function 2.3.6, one can compute exponents

efficiently in the above algorithms by reducing the power matrices by modulo φ(n).
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4.2 Illustrative Examples

In this section we will explain the modified signature scheme based on matrix

power function (MPF) through examples.

Example 4.2.1.

Let us take GL2(Z77) for implementing the improved scheme. Here we take

p = 11 and q = 7 for calculating mod n. All the calculation for power matrix are

performed under mod φ(n) and calculation for base matrix are performed under

mod (n).

Step 1: Key Generation

• As mentioned above, Alice selects random prime numbers i.e p = 11 and

q = 7.

• Then she computes

n = pq

n = 77

Also, by using 2.3.6 we get,

φ(n) = φ(77)

= φ(7× 11) = 60

• Choose right circulant matrices:

B,C ∈ GL2(Zn)

B =

49 30

30 49

 , C =

60 52

52 60

 ∈ GL2(Z77)
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• Now we compute BC to get A. i.e

A = B C

A =

4500 4348

4348 4500

 mod φ(n)

A =

 0 28

28 0

 mod 60.

• Master pubic key of Alice is:

n = 77, A =

 0 28

28 0

 ,

• Master private key of Alice is:

B =

49 30

30 49

 , C =

60 52

52 60


Step 2: Signature Generation

For signature generation Alice should perform following steps:

• Choose the right circulant matrix T belongs to GL2(Z77) and a random

matrix U ∈ GL2(Zn):

Let

T =

52 28

28 52

 ∈ GL2(Z77),

U =

25 31

41 10

 ∈ GL2(Zn).

• Select the residue:

δ ∈ Z77
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δ = 41,

• Session private key of Alice is:

δ = 41, T =

52 28

28 52

 , U =

25 31

41 10

 .

• Alice computes:

χA(U) = UA mod n

χA(U) =

25 31

41 10


 0 28

28 0



=

(25)0.(31)28 (25)28.(31)0

(41)0.(10)28 (41)28.(10)0



χA(U) =

25 60

67 71

 mod 77

Similarly,

χBT (U) = UBT mod n

First calculate BT and takes the power of U

BT =

3388 2932

2932 3388

 mod φ(n)

=

28 52

52 28

 mod 60
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χBT (U) = UBT =

25 31

41 10


28 52

52 28


mod 77

χBT (U) =

 9 16

60 53

 mod 77

Similarly, compute

χB2CT (U) = UB2CT mod n

First we compute B2CT which is given as:

B2CT =

27994336 27925024

27925024 27994336

 mod φ(n)

=

16 14

4 16

 mod 60

Now, compute UB2CT using MPF

χB2CT (U) =

25 31

41 10


16 14

4 16


mod 77

We get,

χB2CT (U) =

37 58

25 4


• Alice computes signature (r1, S1):

r1 = χBT (U)

r1 =

 9 16

60 53


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t1 = χB2CT (U)

t1 =

37 58

25 4



δt1 = 41

37 58

25 4

 =

54 68

24 10

 ,

• Public session key of Alice is:

δt1 =

54 68

24 10


ω = δ + 1 = 42

ωt1 = 42

37 58

25 4

 =

14 49

49 14

 ,

S1 = H((m)2‖(ωt1)2)

where (m)2 is a bit string binary representation of the message m, (ωt1)2 is

a bit string obtained after transferring matrix δt1 in the string of numbers

and replace the numbers by their binary representations as follows:

14 ‖ 49 ‖ 49 ‖ 14 → 00001110 ‖ 00110001 ‖ 00110001 ‖ 00001110.

Step 3: Signature Verification

Bob should perform following steps:

• Bob obtain the authentic master public key of Alice.

n = 77, A =

 0 28

28 0


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and session public key δt1 =

54 68

24 10


• For verification Bob computes:

α = δt1 + χA(r1)

α = δt1 + (r1)
A

as,

(r1)
A =

37 58

25 4



α =

54 68

24 10

 +

37 58

25 4



α =

14 49

49 14

 mod 77

• Since α = ωt1, therefore

S1 = H((m)2 ‖ (ωt)2) = H((m)2 ‖ (α)2) = S
′

1.

Example 4.2.2.

Let us take GL3(Z85) for implementing the modified scheme. Here we take p =

17 and q = 5 for calculating mod n. All the calculation for power matrix are

performed under mod φ(n) and calculation for base matrix are performed under

mod n.

Step 1: Key Generation

Alice performs the following steps:

• Chooses two random prime numbers p = 17 and q = 5, then calculates

n = pq = 85.
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• Computes φ(n) as:

φ(n) = φ(85)

= φ(17× 5)

= φ(17)φ(5)

= (17− 1)(5− 1) = 64

• Chooses right circulant matrices:

B,C ∈ GL3(Zn)

B =


21 16 32

32 21 16

16 32 21

 , C =


42 19 50

50 42 19

19 50 42

 ∈ GL3(Z85)

• Now computes BC to get A.

A = B C

A =


2290 2671 2698

2698 2290 2671

2671 2698 2290

 mod φ(n)

A =


50 47 10

10 50 47

47 10 50

 mod 64.

• Master pubic key is:

n = 85, A =


50 47 10

10 50 47

47 10 50

 ,
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• Master private key is:

B =


21 16 32

32 21 16

16 32 21

 , C =


42 19 50

50 42 19

19 50 42


Step 1: Signature Generation

Alice performs the following steps:

• Chooses the right circulant matrix T ∈ GL3(Z85) and a random matrix

U ∈ GL3(Z85):

Let

T =


13 25 61

61 13 25

25 61 13

 ∈ GL3(Z85),

U =


15 29 37

33 45 59

11 42 28

 ∈ GL3(Z85).

• Selects the random element:

δ ∈ Z85

δ = 41,

• Session private key is:

δ = 41, T =


13 25 61

61 13 25

25 61 13

 , U =


15 29 37

33 45 59

11 42 28

 .

• Computes

χBT (U) = UBT mod n
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First calculates BT under mod φ(n).

BT =


1 61 49

49 1 61

61 49 1

 mod 64

χBT (U) = UBT =


15 29 37

33 45 59

11 42 28




1 61 49

49 1 61

61 49 1


mod 85

=


(15)1.(29)49.(27)61 (15)61.(29)1.(27)49 (15)49.(29)61.(27)1

(33)1.(45)49.(59)61 (33)61.(45)1.(59)49 (33)49.(45)61.(59)1

(11)1.(42)49.(28)61 (11)61.(42)1.(28)49 (11)49.(42)61.(28)1



χBT (U) =


35 55 35

20 65 80

21 21 1

 mod 85

We implemented code in ApCoCoA which calculates MPF.

• Similarly, computes

χB2CT (U) = UB2CT mod n

B2CT =


19 3 15

15 19 3

3 15 19

 mod 64

• Now, computes UB2CT using ApCoCoA

χB2CT (U) =


15 29 37

33 45 59

11 42 28




19 3 15

15 19 3

3 15 19


mod 85
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Alice gets,

χB2CT (U) =


50 50 30

40 10 75

1 21 21


• Computes signature (r1, s1):

r1 = χBT (U)

r1 =


35 55 35

20 65 80

21 21 1


t1 = χB2CT (U)

t1 =


50 50 30

40 10 75

1 21 21



δt1 = 41


50 50 30

40 10 75

1 21 21

 =


10 10 40

25 70 15

41 11 11

 ,

• Public session key is:

δt1 =


10 10 40

25 70 15

41 11 11


ω = δ + 1 = 42

ωt1 = 42


50 50 30

40 10 75

1 21 21

 =


60 60 70

65 80 5

42 32 32

 ,
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s1 = H((m)2‖(ωt1)2)

Step 1: Verification

Bob should perform the following steps:

• Obtain the authentic master public key of Alice.

n = 65, A =


50 47 10

10 50 47

47 10 50



and session public key δt1 =


10 10 40

25 70 15

41 11 11


• Computes following for verification:

α = δt1 +χA(r1)

α = δt1 + (r1)
A

as,

(r1)
A =


50 50 30

10 10 75

1 21 21



α =


10 10 40

25 70 15

41 11 11

 +


50 50 30

10 10 75

1 21 21

 mod 85

α =


60 60 70

65 80 5

42 32 32

 mod 85.
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• Since α = ωt1, therefore

S1 = H((m)2 ‖ (ωt)2) = H((m)2 ‖ (α)2) = S
′

1.

Example 4.2.3.

Let us take GL3(Z65) for implementing the improved scheme. Here we take p = 13

and q = 5 for calculating mod n.

Step 1: Key Generation

• As mentioned above, Alice selects random prime numbers i.e p = 13 and

q = 5.

• Then she computes

n = pq

n = 65

Also, by using 2.3.6, we get

φ(n) = φ(65)

= φ(13× 5) = 48

• Choose commutative matrices

B,C ∈ GL3(Zn)

B =


21 16 32

32 21 16

16 32 21

 , C =


42 19 50

50 42 19

19 50 42

 ∈ GL3(Z65)

• Now we compute BC to get A i.e

A = B C
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A =


2290 2671 2698

2698 2290 2671

2671 2698 2290

 mod φ(n)

A =


34 31 10

10 34 31

31 10 34

 mod 48

• Master pubic key of Alice is:

n = 65, A =


34 31 10

10 34 31

31 10 34


• Master private key of Alice is:

B =


21 16 32

32 21 16

16 32 21

 , C =


42 19 50

50 42 19

19 50 42


Step 2: Signature Generation

For signature generation Alice should perform following steps:

• Choose the commutative matrix T belongs to GL2(Z65) and a random matrix

U ∈ GL2(Zn):

Let,

T =


13 25 61

61 13 25

25 61 13

 ∈ GL3(Z65),
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U =


15 29 37

33 45 59

11 42 28

 ∈ GL3(Zn).

• Select the random element:

δ ∈ Z65

δ = 35,

• Session private key of Alice is:

δ = 35, T =


13 25 61

61 13 25

25 61 13

 , U =


15 29 37

33 45 59

11 42 28

 .

• Alice computes:

χBT (U) = UBT mod n

First calculate BT and takes the power of U

BT =


2049 2685 2097

2097 2049 2685

2685 2097 2049

 mod φ(n)

=


33 45 33

33 33 45

45 33 33

 mod 48

χBT (U) = UBT =


15 29 37

33 45 59

11 42 28




33 45 33

33 33 45

45 33 33


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Now, using MPF Alice gets,

χBT (U) =


40 40 40

60 60 60

1 1 1

 mod 65

Similarly, compute

χB2CT (U) = UB2CT mod n

First we compute B2CT which is given as:

B2CT =


17537427 17279235 17501967

17501967 17537427 17279235

17279235 17501967 17537427

 mod φ(n)

=


3 3 15

15 3 3

3 15 3

 mod 48

Now, compute UB2CT using MPF.

χB2CT (U) =


15 29 37

33 45 59

11 42 28




3 3 15

15 3 3

3 15 3


mod 65

Alice gets,

χB2CT (U) =


40 40 40

5 5 5

1 1 1


• Alice computes signature (r1, S1) as:

r1 = χBT (U)
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r1 =


40 40 40

60 60 60

1 1 1


t1 = χB2CT (U)

t1 =


40 40 40

5 5 5

1 1 1



δt1 = 35


40 40 40

5 5 5

1 1 1

 =


40 40 40

5 5 5

1 1 1

 ,

• Public session key of Alice is:

δt1 =


35 35 35

45 45 45

35 35 35


ω = δ + 1 = 36

ωt1 = 36


40 40 40

5 5 5

1 1 1

 =


10 10 10

50 50 50

36 36 36

 ,

S1 = H((m)2‖(ωt1)2),

where (m)2 is a bit string binary representation of the message m, (ωt1)2 is

a bit string obtained after transferring matrix δt1 in the string of numbers

and replace the numbers by their binary representations as follows:

10 ‖ 10 ‖ 10 ‖ 50 ‖ 50 ‖ 50 ‖ 36 ‖ 36 ‖ 36 → 00001010 ‖ 00001010 ‖ 00001010 ‖

00110010 ‖ 00110010 ‖ 00110010 ‖ 00100100 ‖ 00100100 ‖00100100.
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Step 3: Signature Verification

Bob should perform following steps:

• Bob obtain the authentic master public key of Alice.

n = 65, A =


34 31 10

10 34 31

31 10 34



and session public key δt1 =


35 35 35

45 45 45

35 35 35


• For verification Bob computes:

α = δt1 + χA(r1)

α = δt1 + (r1)
A

as,

(r1)
A =


40 40 40

5 5 5

1 1 1



α =


35 35 35

45 45 45

35 35 35

 +


40 40 40

5 5 5

1 1 1



α =


10 10 10

50 50 50

36 36 36

 mod 65.

• Since α = ωt1, therefore

S1 = H((m)2 ‖ (ωt)2) = H((m)2 ‖ (α)2) = S
′

1.
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4.3 Security Analysis

In GLm(Zn), for a large key space n should be kept very large. Use of matrix

power function MPF increases the security of scheme. Due to large key space and

matrices of large order it is difficult to solve matrix decomposition problem which

is the underlying hard problem of our scheme. The security of proposed scheme

relies on the complexity of solution of matrix MQ problem. Hence the security of

our scheme is increased.

4.3.1 Key-Recovery Attack

In this attack an adversary knows only the Alice master public key A = B C and

aim of hacker is to find the Alice’s private key B,C. Critical problem is the Matrix

modular factorization problem. B and C are unknown matrices from the group

GLm(Zn).

Finding the unknown power matrices B and C is known as matrix decomposition

problem. By letting matrices B and C as:

B =

b11 b12

b12 b11

 and C =

c11 c12

c12 c11



In B C = A, the matrix A =

a11 a12

a12 a11

 is known and we get the following

equations.

b11c11 + b12c12 = a11 (4.9)

b11c12 + b12c11 = a12 (4.10)

There are two equations and four unknowns which means there are infinitely many

solutions. Therefore, finding Private keys B and C is clear from Equation (4.9) and

Equation (4.10) is not possible. We have matrix decomposition problem BC = A.

A is the public key of Alice which is equal to

2 9

9 2

.
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Now let

A =

b11 b12

b12 b11

c11 c12

c12 c11

 (4.11)

We get,

b11c11 + b12c12 = 2 (4.12)

b11c12 + b12c11 = 9 (4.13)

b12c11 + b11c12 = 9 (4.14)

b12c12 + b11c11 = 2 (4.15)

By solving (4.12), (4.13), (4.14) and (4.15) we get following equations.

b11c11 + b12c12 = 2 (4.16)

b11c12 + b12c11 = 9 (4.17)

From Equations (4.16) and (4.17) it is clear that, there are two equations and four

unknown this means there are infinitely many solutions. So finding B and C is

in-feasible.

4.3.2 Forgery Attack

If attacker has got access to intended key he/she that is, he has got access of

private keys B and C but still he will not able to recover signature. Attacker will

have to solve the following equations to generate a signature.

r1 = UBT mod n (4.18)

t1 = UB2CT mod n (4.19)

ω = δ + 1 (4.20)
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S1 = H((m)2 ‖ (ωt1))2 (4.21)

Here (m)2 is binary representation of message and (ωt1)2 is binary representation

of ωt1.

Therefore, it is infeasible to solve above equations without knowledge of T , U and

δ. In (4.19) the matrices T and U are unknown matrices. In (4.20) δ is unknown,

without these parameters attacker will not be able to recover t1 and ω. To forge

the signature of Alice, attacker select r1 = UB
′
T

′
. He computes r1 = UB

′
T

′
from

α = δt1 + (r1)
A. For this purpose he needs δt1 which is public key of Alice and

multiplier of matrix δt1 can not be known to attacker. Without knowledge of δ

and t1 he will limit himself to random selection of U and T but for a large key

space it is infeasible.

For instance, let the Equation (4.19) is the form X = Y Z . From X = Y Z we get,

X =

y11 y12

y21 y22


z11 z12

z21 z22


(4.22)

By solving (4.22) using MPF we get the system of equations.

yz1111 . y
z12
12 = x11 (4.23)

yz1211 . y
z11
12 = x12 (4.24)

yz1121 . y
z12
22 = x21 (4.25)

yz1222 . y
z11
22 = x22 (4.26)

(4.23), (4.24), (4.25) and (4.26) forms the system of multivariate quadratic (MQ)

equations which are also called the matrix MQ (MMQ) problem. Cryptanalysis of

proposed scheme is based on the solution of matrix multivariate quadratic (MQ)

system of equations which is NP-complete. So, finding correct soluctions of (4.23),

(4.24), (4.25) and (4.26) one has to solve the above system of equations which is

not possible. Hence it is infeasible to generate signature S1 given in (4.21).
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4.3.3 Brute Force Attack

In Brute force attack, the attacker tries every possible key to get success. Attacker

tries to obtain the key from given data.

For large values of p and q, m will be very large. For instance, if p, q are of the

size of 64-bits. For every entry of the matrix there are 264 possibilities. If we fix

m = 2 then for the matrix of order 2, we get approximate (264)4 = 2256 which is

very large space and hence brute-force attack is not feasible.

4.4 Conclusion

In this thesis, we review the article “ Fast And Secure Modular Matrix Based Dig-

ital Signature” proposed by S. K. Rososhek [17]. This scheme is based on matrices

over finite field of integer Zn and conjugacy search problem. We modified this

scheme by using matrix power function (MPF) [39] which increases the security.

In fact, an attacker has to solve multivariate quadratic (MQ) equations and matrix

decomposition problem for matrices that is, C = AB, it is hard to find A and B

from the knowledge of just C. For the implementation, we create computer pro-

grams for computation of MPF using Computer Algebra system ApCoCoA [20].

We give examples of proposed scheme and compute digital signature over a finite

field using MPF. The overall security of the scheme is increased by using MPF.

We give security analysis of our scheme. One can extend our work by checking

the possibilities of extended Galois fields of the form GF (pq).



Appendix A

Elements of Finite Field

A.1 ApCoCoA Code for Calculation of Elements

of Finite Field

This section contain the ApCoCoA code for calculation of elements of finite field

GL2(Zn).

RMPFMod(A,B,M calculate the right matrix power function over finite field.

It require the input A,B and M where A and B are the matrices from GL2(Zn)

and M is modulo.

Define RMPFMod(A,B,M)

Prod :=1;

Rows:= NumRows(A);Cols:= NumCols(A);

C:= NewMat(Rows ,Cols ,1);

For K:=1 To Rows Do

For J:=1 To Rows Do

For I:=1 To Rows Do

Prod:=Mod(Prod*A[K][I]^B[I][J],M);

EndFor;

C[K][J]:= Prod;

Prod :=1;

EndFor;

EndFor;

60



Appendix A 61

Return C;

EndDefine;

ReducedMat(A,M) gives the matrix A that is reduced on some integer mod M .

Define ReducedMat(A,M)

Num:= NumRows(A);

For I:=1 To Num Do

For J:=1 To Num Do

A[I][J]:= Mod(A[I][J],M);

EndFor;

EndFor;

Return A;

EndDefine;

ModInv calculate the inverse of a number under the mod . It require the input

Q,M where Q is number and M is mod . This function uses the extended

euclidean inverse algorithm.

Define ModInv(Q,M);

A1:=1;A2:=0;A3:=M;

B1:=0;B2:=1;B3:=Q;

While B3 <0 Do

B3:=B3+M;

EndWhile;

While B3 <>1 Do

Q:=Div(A3,B3);

--If Q=0 Then Error (" Q is 0"); EndIf;

T1:=A1 -Q*B1;T2:=A2-Q*B2;T3:=A3 -Q*B3;

A1:=B1;A2:=B2;A3:=B3;

B1:=T1;B2:=T2;B3:=T3;

If B2 <0 Then B2:=B2+M; EndIf;

If B3=1 Then Return B2;EndIf;

If B3=0 Then Return ("Not Invertible !"); EndIf;

EndWhile;

--If B2 <0 Then B2:=B2+M; EndIf;

Return B2;

EndDefine;
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